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This report addresses key questions about foreign actors’ use of digital communication technologies (DCTs) to interfere in democratic elections. It does so by employing the schema of a cyber-security “threat model.” A threat model asks the following key questions: What in a system is most valued and needs to be secured? What actions could adversaries take to harm a system? Who are potential adversaries, with what capacities and intentions? What are the system’s key vulnerabilities? What will be the most effective counter-measures to address these threats? The authors of this report draw on existing research to engage these questions. Several key observations are:

**The threat of digital interference is not limited to its impact on electoral outcomes.**

Foreign actors can use digital techniques to undermine three critical elements of democratic elections: fair opportunities for citizen participation (such as voting, running for office, or contributing to public debates); public deliberation that enables citizens to share and understand each other’s insights and perspectives; and key institutional actions by electoral commissions, political parties, and other organizations, including the enforcement of electoral regulations.

**Foreign actors can use four principal techniques to interfere in elections.**

This report examines four techniques that figure prominently in accounts of foreign interference. Hacking attacks target systems, accounts and databases, with the aim of accessing, changing or leaking private information. Mass misinformation and propaganda campaigns promote false, deceptive, biased and inflammatory messages, often using bots or fake social media accounts. Foreign actors acquire data about populations or individuals to develop messages for micro-targeted manipulation. Finally, foreign actors mount online “trolling” operations to threaten, stigmatize, and harass individuals or groups.
Evidence shows that these techniques can undermine democratic participation, deliberation, and institutional action, but the extent of their impact remains unclear.

More research is needed to specify the downstream effects of digital interference. For instance, it is not yet clear whether foreign actors using digital techniques have actually flipped elections.

However, there is clear evidence that digital techniques can undermine participation, and do so in ways that may particularly affect groups that already struggle for equal political participation. For instance, troll networks frequently target women and minority groups with threatening and stigmatizing messages. There is also extensive evidence that foreign actors use DCTs in ways that degrade public deliberation, such as by promoting “fake news” and undermining norms of inclusivity, respect, and trust. Finally, foreign actors use digital techniques to breach voting systems, violate campaign laws and regulations, and otherwise undermine key institutional actions required for fair elections.

States and non-state actors use these techniques, often in ‘partnership’ with domestic actors.

Digital techniques for election interference are widely used by non-state actors, including terrorist groups, hacktivists, and extremist social movements. State actors are particularly dangerous, however, as they have the human and financial resources to use these techniques at large-scale, as seen in Russia’s interference in the 2016 US elections.

While foreign actors sometimes promote particular candidates, policies or ideologies, they may also seek to undermine government legitimacy, exacerbate social discord, or erode citizens’ trust in democratic institutions and each other.

Foreign actors are not alone in using these digital techniques to undermine democracy. Domestic actors use similar techniques. They may also act as de facto “partners” in foreign interference operations, such as when domestic politicians and media outlets promote the deceptive, polarizing, and propagandistic messages of foreign actors.

Foreign actors interfere in elections by exploiting states’ systemic and institutional vulnerabilities.

Key vulnerabilities are deficits in citizens’ digital literacy and data protection; shortcomings
in the design and policies of social media platforms; high levels of polarization in political cultures and media systems; and inadequate electoral regulation given today’s digital realities.

There is also an international dimension of vulnerability, as current international laws and norms do not adequately address cyber-attacks and information operations.

States differ in the degree to which they possess these vulnerabilities and thus differ in their susceptibility to different forms of interference.

**There are many possible counter-measures to digital interference but no proven solutions.**

Responses to digital interference include digital literacy training for citizens, design and policy changes by social media platforms, new forms of state electoral and criminal regulation, and new international laws on cyber interference. While these and other actions are being pursued, we lack clear evidence about what will work.

**Many knowledge gaps need to be addressed.**

The problem of digital interference in elections has only recently begun to receive serious research attention. This report reveals many gaps in knowledge. For instance, we lack strong findings on the short-term or long-term harms that digital techniques may do to democratic institutions and norms, and we lack good cross-national comparisons of state vulnerabilities to interference. Critically, there is little clarity on the policy measures that Canada or other democratic countries should take to effectively address digital threats to elections. Research and policy experimentation are greatly needed.
INTRODUCTION

Our democracy is under digital attack. That concern is now raised before and after every major election. Newspaper headlines and social media feeds are full of stories of hacked documents, foreign troll networks, and bot-driven misinformation campaigns. Foreign actors, from states to extremist social movements to corporations, use these digital techniques to influence election outcomes or to weaken democratic systems.

Attention to this issue has increased dramatically due to interference in the 2016 US election. Referring to Russian cyber-interference in that election, former Central Intelligence Agency Acting Director Michael Moore stated: “It is an attack on our very democracy. It’s an attack on who we are as a people... this is to me not an over-statement, this is the political equivalent of 9/11” (Morell and Kelly 2016).

Interference in elections using digital communication technologies (DCTs) did not begin or end in 2016, however. There is evidence of cyber attacks and computer-driven propaganda in Argentina, Brazil, France, Germany, Philippines, the United Kingdom (UK), and many other countries (for overviews, see Bradshaw and Howard 2017; Communications Security Establishment 2017; Woolley and Howard 2017). These and other accounts of digital interference in elections have raised serious concerns among researchers, policymakers and citizens about the quality and legitimacy of democratic politics.

To better understand the threats of digital interference to democratic elections, this report uses the schema of the cyber-security “threat model.” A threat model includes the following key questions: What in a system is most valued and needs to be secured? What actions could potential adversaries take to harm a system? Who are potential adversaries, with what capacities and intentions? What are the key vulnerabilities of the system? What are the most important counter-measures to take to address these threats? This report assesses the current state of research on these questions and identifies important gaps in knowledge.
BACKGROUND:
NEW COMMUNICATION TECHNOLOGIES,
NEW DEMOCRATIC PRACTICES

Novel threats to democracy have arisen in a context of changing democratic practices. It is widely recognized that the form and quality of democratic politics are highly dependent on societies’ communication technologies (Cameron 2013; Habermas 1991). As DCTs have evolved in the last three decades, so too has debate about their impact on democracy. Earlier scholarship highlighted opportunities for more open and participatory “e-democracy” and “e-government” (Hague and Loader 1999), though practical difficulties became clear (Chadwick 2006; Margolis and Moreno-Riaño 2009). More recently, social media have become fundamental “spaces” for political organizing and activity, and people in some countries get much of their information on public matters from social media sites (Messing and Westwood 2014; Silverman 2016).

Scholarship on elections and DCTs has often focused on the use of new digital techniques in campaigns. Political parties and other political actors increasingly use data analytics, digital media, and micro-targeting, which make campaigns more “personalized” (Chadwick and Stromer-Galley 2016; Hersh 2015; Kreiss 2016). There is also clear evidence that voter turnout can be altered by social pressure mobilized on Facebook (Bond et al. 2012). While much of this literature focuses on campaigning in the US, cross-national studies show that DCTs may be used in similar ways but can have different consequences on electoral outcomes or citizen engagement due to institutional, social and cultural differences (Anduiza, Jensen, and Jorba 2012; Vaccari 2013).

Scholars have also shown that social media can be effectively used by civil society organizations and social movements to mobilize quickly, with little organizational structure, and with more turbulent and unpredictable results (Bennett and Segerberg 2013; Earl and Kimport 2011; Karpf 2012; Margetts et al. 2015). The Arab Spring uprisings may have been the period of peak enthusiasm for DCTs to be used as a kind of “liberation technology” to promote democracy and liberal rights (Diamond 2010). Social media are seen as a necessary but insufficient factor in these uprisings (Howard and Hussain 2013), and social media use may serve as an obstacle to transitions to democracy after revolutions (Lynch, Freelon, and Aday 2016). Authoritarian regimes increasingly used
DCTs to suppress dissent, threaten both domestic and foreign activists and political opponents, and consolidate power over their populations (Deibert et al. 2010; Deibert 2015; Gunitsky 2015; G. King, Pan, and Roberts 2017).

Changes in communication technologies have also disrupted international politics. There are intense debates in international law and international relations regarding state sovereignty and interstate conflict in cyberspace (Buchanan 2017; Nicholas Tsagourias 2015). The United Nations Group of Governmental Experts stated that “State sovereignty and international norms and principles that flow from sovereignty apply to State conduct of ICT-related activities, and to their jurisdiction over ICT infrastructure within their territory” (United Nations General Assembly 2013). However, this position has not been developed into clear and enforceable norms or treaties, and international progress on the matter appears to be stalled (Segal 2017). Legal scholars who examine the narrower issue of election interference by foreign actors using DCTs argue that that there are major gaps in international norms and laws to address the issue (Crootof 2018; Ohlin 2017; Shackelford et al. 2017).
To synthesize the state of knowledge on foreign digital interference in elections, we pursued a critical interpretive synthesis (Dixon-Woods et al. 2006; Perski et al. 2017). Conventional literature reviews and synthesis projects in the social sciences primarily seek to aggregate existing findings, which is possible when there are stable concepts in a field that have been tested using comparable methods. However, on a novel topic such as the one examined by this report, greater induction and interpretation of existing literature is required. Specifically, it is necessary to develop a synthesizing argument that “integrates evidence from across the studies in the review into a coherent theoretical framework, [whose] function is to provide more insightful, formalised, and generalisable ways of understanding a phenomenon” (Dixon-Woods et al. 2006, 39). The synthesizing argument we use is the cyber-security “threat model.” This entailed conceptual work to identify key normative functions of democratic elections, which we used to integrate evidence on the techniques, actors, and systemic vulnerabilities that generate threats to these functions.

This report draws on peer-reviewed academic research and on “grey literature,” including governmental and non-governmental reports, non-peer-reviewed studies by academic researchers, and high-quality works of journalism and commentary. An emphasis on grey literature was essential since pivotal cases of electoral interference and important technological, social and policy changes have occurred in the last two years. Our initial scoping review in May 2017 revealed very little peer-reviewed material on electoral interference via hacking, social media propaganda, and other cyber techniques. Two genres of grey literature proved particularly useful. One is working papers by scholars that are published by academic research centres, such as the Oxford Internet Institute at the University of Oxford, and the Citizen Lab of the University of Toronto. A second genre is investigative journalism by academics (e.g. Rid 2016) and by journalists using high-quality qualitative and quantitative research methods (Silverman 2016; Silverman et al. 2017).

Research in this area is quickly expanding, and we expect significant growth in peer-reviewed literature to address some of the current shortcomings and gaps.
Democratic elections are more than what happens in the voting booth. Drawing primarily on democratic theory, this section proposes a framework for identifying important normative “functions” that should be advanced during election periods, and which may be undermined by the digital techniques discussed in this report.

There are many competing understandings of democracy and the role of elections. Rather than seek to resolve which “model of democracy” to follow, some contemporary democratic theorists have identified key normative functions that political systems need to achieve to count as democratic (Mansbridge et al. 2012; Warren 2017). Following Warren (2017, 43–45), we focus on three functions: 1) the empowered inclusion of all members of a demos via votes, voices, legal challenges, political mobilization, and other means; 2) processes of collective will formation that help organize competing claims into agendas and understandings that can ground legitimate collective action; and 3) formal and informal institutions that facilitate effective and legitimate collective action. For the purposes of this report, these three functions will be described as Participation, Public Deliberation, and Institutional Action.

If these three democratic functions are advanced during elections, citizens are more likely to enjoy a range of important democratic principles and goods. For instance, the autonomy of citizens is protected when they have opportunities to understand their own interests and values, and when they have sufficient powers of inclusion to advance these interests and values by running for office, voting, and contributing to public debates (Dahl 1989, Ch. 7). The equality of citizens is bolstered if they have similar opportunities for inclusion, but also if processes of collective will formation and action treat people with equal moral respect (Young 2000). Good public deliberation will advance the epistemic quality of debate and decision-making (Estlund 2009), the capacity for publics to identify and respond to shared problems (Dewey 1991), and people’s trust in their political institutions (Warren 1999). If institutions can ensure fair voting and enforce electoral regulations, political systems will tend to have greater capacity for non-violent contests for power and changes in government (Przeworski 1999). As different digital techniques target functions of democracy, they may threaten these and other democratic goods.
1. Participation

Democracy is, most basically, *rule by the people*. Election periods are an important time for people to influence the governments and policies that rule them. To do so, people require universal and equal adult suffrage, opportunities to stand for office, access to information about candidates and political processes, and the ability to engage in public discussions in formal and informal settings (Dahl 1989). These powers and opportunities give citizens a “place at the table” in political debates and decisions that affect them (Warren 2017, 48). To take advantage of these opportunities for participation, people also require protection from coercion and threat; recognition as valued members of their political community, and the cognitive or practical capacities to pursue their relevant interests and values.

Just as citizen *participation* in elections is multi-dimensional, so too are the threats to participation detailed in this report. These threats are problematic when they affect citizens in general. When they affect certain social groups disproportionately, they undermine the democratic principles of equality and equal moral respect. Digital interference in elections can have these effects. For instance, as this report discusses below, bots and troll networks frequently target members of social groups that already face challenges to full democratic participation, including women and visible minorities.

2. Public Deliberation

To continue the metaphor of the previous section, public deliberation is the process by which citizens with “seats at the table” in a democracy can exchange their views and reasons, and can thereby make collective, well-informed decisions. The periods of intense public communication before elections are therefore critical. Citizens need to put forward their concerns, insights, values, and interests; candidates must propose their platforms and respond to claims made by their opponents; and other domestic and foreign actors can weigh in with relevant views.

While ideal forms of public deliberation may never be achieved, social scientists continue to identify procedures and principles to make decision-making more deliberative. Citizens can engage in public deliberation in a very wide variety of contexts, from “everyday talk” among neighbours and co-workers, to newspaper opinion pages, to candidate debates and town hall discussions (Dewey 1991; Mansbridge et al. 2012). People can better connect their individual views to public debate when deliberation is guided by principles such as inclusivity or openness to diverse views, a commitment to reasonable and epistemically
valid claims, and an assumption of moral equality (Habermas 1990; Mansbridge et al. 2012; Young 2000).

Public deliberation can be harmed through practices that circulate false information and, more fundamentally, that undermine the possibility for people to have good discussions about what is true or false, valuable or harmful, acceptable or inappropriate.

This paper shows that foreign actors can use DCTs to push false or misleading information, or can suppress and filter information flows, in ways that undermine the epistemic validity of public deliberation. Foreign actors can also target social media platforms and other media organizations with polarizing and demeaning messages, which can corrode norms of inclusivity and respect. Through these and other means, foreign actors can threaten the processes by which citizens come to understand their shared problems and to pursue legitimate collective solutions.

3. Institutional Action and Electoral Regulation

Democracies not only require individual participation and collective talk, they must also take collective action—including the selection of representatives in elections. Institutions are needed to make collective decisions and enforce collective rules. For instance, democratic states have electoral commissions and supporting state agencies that oversee voting processes and enforce legal regulations of campaign tactics, campaign funding, and fair access to broadcast media. Other state institutions protect civic and political rights that are necessary for political participation, such as freedom of expression and association.

Political parties are also key institutions during and between elections in many political systems, as they conduct and fund campaigns, hold public forums, solicit donations, propose shared policies, and mobilize supporters (Dalton and Wattenberg 2002). Other non-state institutions help ensure fair elections, such as civil society groups that promote voter participation or monitor elections.

Foreign actors use DCTs to block or hamper institutional actions necessary for elections, including electoral commissions, other state agencies, and non-state institutions. Examples include the hacking of databases of electoral authorities and political parties, and violations of regulations on financial and other support by foreign actors in campaigns.
The digital techniques that this report examines, such as circulating misinformation or issuing online threats, are harmful to democracy even if pursued by domestic. These techniques may be more normatively problematic when used by foreign actors, however. Foreign interference using these techniques violates the democratic principle of self-determination, as outsiders seek to impose rules and rulers on the citizens who should establish them. Moreover, many of the techniques that we describe are violations of the rules for elections that democratic citizens and their governments have developed and adopted.

Not all foreign contributions to elections are problematic, however. As Canada's Standing Senate Committee on Legal and Constitutional Affairs notes, the aim of electoral regulations should not be “to silence any foreign commentary on our elections. Individuals must be free to express their opinions on political matters throughout the world” (2017, 4).

There is considerable debate in democratic theory on contributions that non-citizens should be able to make. Few theorists contend that non-resident foreigners deserve the opportunity to vote in domestic elections, but many acknowledge that foreigners can make communicative contributions to public debates (Fung 2013; Goodin 2007). These communicative contributions can address people’s affected interests and contribute valuable viewpoints that enhance the epistemic robustness of public debates (Sen 2009, 380). The kinds of digital techniques examined in this paper – such as “misinformation” and “trolling” – do not meet these standards.
FOUR TECHNIQUES OF DIGITAL INTERFERENCE IN ELECTIONS

Studies have identified four prominent techniques of digital interference in elections: cyber attacks on systems and databases, misinformation campaigns, micro-targeted manipulation, and trolling. These techniques are distinct, though they are often used in tandem. The following sub-sections describe each technique and give examples of its use.

CYBER ATTACKS ON SYSTEMS AND DATABASES

The theft and publication of political actors’ private data has become a familiar form of political action. Examples include the Snowden leaks about mass surveillance by the US and other states, leaks of Peruvian government communications that show extensive business influence, and leaks of the communications and contracts of surveillance technology companies (Coleman 2017). Leaked hacks have more recently been used to influence elections, most prominently in the leaked communications of the Democratic National Committee (DNC) in the 2016 US election and of Emmanuel Macron’s campaign team in the 2017 French elections.

Not all hacked data is leaked. Indeed, experts suggest that governments and political parties regularly have their systems breached and data accessed – but not made public – as a regular part of state espionage practices (Banks 2016; Buchanan 2017).

Techniques

Being “hacked” means that an attacker gains access or control of digital devices, data servers, or digital services such as social media accounts. Cyber-security experts focus on threats to the confidentiality, integrity and availability of data (Andress 2011, 4–6). Copying and leaking data threatens its confidentiality; deleting or manipulating violates its integrity; and encryption or network disruption can change its availability.

Attackers break into systems and accounts in several ways. The most common is to trick people to give up account or system passwords, or to download and run malware,
often through deceptive emails and other messages. Attackers can also exploit software vulnerabilities in applications, devices, computers, or servers, and these exploits can be purchased on black markets.

One of the most profound threats to election integrity is the possibility of data breaches of voting machines, voter lists, or other databases and systems that are integral to the voting process itself. As will be discussed in the Impacts section, there is significant evidence that foreign actors have attempted to hack voting systems.

Attackers can also use information about their political opponents to influence campaigns. For instance, Andrés Sepúlveda, a hacker who confessed to assisting right-wing campaigns in Latin America, claims to have intercepted the communications of opponents in order to gain strategic advantages during campaigns (Robertson, Riley, and Willis 2016). Data breaches of the German parliament and other government agencies were believed to be part of Russian plans to interfere in the German elections (Stelzenmüller 2017).

Coleman (2017) proposes the term of the “public interest hack” to refer to “a computer infiltration for the purpose of leaking documents that will have political consequence.” Coleman suggests that public interest hacks belong to two categories. The first category resembles traditional forms whistleblowing, such as the leak of the Pentagon Papers, which exposes wrongdoing to promote the public good. The second category includes leaks of material that are of interest to the public, but which may be pursued to advance the interests of the leaker.
and not necessarily the interests of the public. An example of the former is the Panama Papers, an example of the latter is the “Guardians of Peace” hack of Sony Pictures (believed to be a retaliation by North Korea to Sony’s release of the move *The Interview*). We propose that this second category be called “strategic hacks” rather than public interest hacks. Actors conduct strategic hacks advance their own aims, and do not acquire, manage, or publicize information in ways that can maximize public benefit.

The apparent truth value of hacked data is very high, as it can include the kinds of substantive, internal documents that are usually only available to police, intelligence agencies, or through disclosure in judicial processes. In addition, hacked data and communications are often assumed to be more genuine because they have not been crafted for public scrutiny (Sauter 2017).

However, it has been shown that actors sometimes release altered data. Researchers from the University of Toronto’s Citizen Lab (2017) call these “tainted leaks,” which they define as “the deliberate seeding of false information within a larger set of authentically stolen data.” They show how critics of the Russian government have had their communications hacked and leaked, but with modifications made to the communications in order to further discredit opponents of the Russia government. A similar strategy was used in the leak of communications of the Macron campaign during the French election (BBC 2017).

### Timeline of Digital Interference in Elections

<table>
<thead>
<tr>
<th>Month</th>
<th>Location</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>JUN–JUL</td>
<td>UK</td>
<td>Leak of hacked DNC emails, by DCLeaks and then Wikileaks</td>
</tr>
<tr>
<td>AUG</td>
<td>US</td>
<td>Department of Homeland Security (DHS) reports attacks on election systems in Arizona and Illinois. DHS will later announce that systems of 21 states were attacked.</td>
</tr>
<tr>
<td>OCT</td>
<td>US</td>
<td>Emails of Jon Podesta, Hilary Clinton campaign chair, are leaked. Begins hours after release of video of Trump’s pussy-grabbing comment.</td>
</tr>
<tr>
<td>DEC</td>
<td>GHANA</td>
<td>Twitter account of Ghana’s electoral commission is hacked and fake results published.</td>
</tr>
<tr>
<td>2017</td>
<td>JAN</td>
<td>US Intelligence services release joint statement claiming Russian interference in elections</td>
</tr>
<tr>
<td>APR–MAY</td>
<td>FRANCE</td>
<td>Bots highly active in French presidential elections, including to promote #MacronLeaks – partly-falsified cache of Macron campaign communications.</td>
</tr>
</tbody>
</table>
Example: Hacking the Democratic National Party (United States, 2016)

The DNC leak consisted of hacked data from seven key members of the DNC: to date nearly 20,000 emails with over 8,000 attachments have been leaked, all written between January 2015 and May 2016 (Peterson 2016). The hacked emails were first released via dcleaks.com, and later by WikiLeaks. Responsibility was initially claimed by the persona Guccifer 2.0 (Franceschi-Bicchierai 2016). The identity of Guccifer 2.0 is widely disputed, and most security analysts and US intelligence agencies link the leaks to Russian intelligence services (Lipton and Sanger 2016; Office of Director of National Intelligence 2017).

The organization, timing and promotion of the DNC leaks maximized the reputational harm to the Democratic Party at a key moment in the 2016 campaign (Rid 2016; Savage 2016). The documents were leaked shortly before the DNC’s nominating convention in late July, 2016, making them a prominent discussion point at the time of Hillary Clinton’s nomination as presidential candidate. The Guccifer 2.0 persona and WikiLeaks drew attention to the leaks and promoted the belief that they revealed corruption in the DNC. The leaks and their negative framing of Clinton and the DNC were amplified by other digital techniques, including being promoted by bots and troll networks.

Example: Macron Leak (France, 2017)

Two days before the final round of the 2017 French presidential elections, a trove of emails and documents that allegedly belonged to the campaign team of candidate Emmanuel Macron was released online (BBC 2017). Links to the stolen data were propagated by a hashtag campaign, #MacronLeaks, which appears to have been heavily promoted by individuals and bots associated with right-wing or pro-Russia operations (DFRLab
The leaked data was billed as containing nine gigabytes of information, including damaging information about offshore accounts, tax evasion, and other wrongdoing by Macron. In fact, much of the leaked data did not concern the campaign and was “padding” (grugq 2017). The credibility of the leaks was also undermined by the Macron campaign’s claims to have intentionally given false data to hackers (Doman 2017).

DIGITAL MISINFORMATION: FAKE NEWS AND COMPUTATIONAL PROPAGANDA

Political scientists have long been interested and concerned about citizens’ knowledge of politics and public issues (Achen and Bartels 2016; Carpini and Keeter 1996). While much attention has been given to the problem of uninformed citizens, scholars have also examined the pernicious effects of misinformed citizens, who are committed to untrue beliefs (Kuklinski et al. 2000). Concern about the threat to democracy posed by digital media use has increased dramatically, due to the recent rise of “fake news” and active disinformation campaigns (Gu, Kropotov, and Yarochkin 2017; Vargo, Guo, and Amazeen 2017). There is now extensive documentation of disinformation campaigns during elections in Brazil, France, Kenya, Ukraine, US, UK, and other countries (Allcott and Gentzkow 2017; Ferrara 2017; Pollock 2017; Woolley and Howard 2017).

This section describes how foreign actors use bots, fake social media accounts, memes, and other techniques to disseminate misinformation and disinformation.

Techniques

Fake news is often defined as misleading information that resembles conventional journalism (Lazer et al. 2017, 4; Vargo, Guo, and Amazeen 2017). Several scholars suggest that intention is an important factor in distinguishing the phenomenon that threatens democracy (Allcott and Gentzkow 2017; Gu, Kropotov, and Yarochkin 2017). Knowingly creating and sharing “fake news” is an act of disinformation that is different from the accidental spread of misinformation (Ferrara 2017; Jack 2017; Marwick and Lewis 2017). Intentional misinformation may be propagated for profit rather than political aims (Subramanian 2017).

While fake news may resemble credible journalism, other genres of online misinformation
do not. These include advertisements, videos, and fake endorsements of candidates. Memes, too, can effectively promote misinformation, because of their viral spread but also because they are seen as trivial and not fit for discussion and therefore rarely face authoritative corrections (Lyons 2017a). Some research finds that entirely fabricated content is less influential because it is easier to fact-check and correct than “fictitious-information blends,” which are more plausible because they maintain one foot in reality (Rojecki and Meraz 2016).

Fake news, memes, and other genres of misinformation do not necessarily have to be digital. However, the reach and potential influence of misinformation is greatly expanded when “the use of algorithms, automation, and human curation [is used] to purposefully distribute misleading information over social media networks” (Woolley and Howard 2017, 4). Furthermore, the porous border between social media and hyper-partisan media outlets creates an “alternative media ecosystem” that enables online misinformation to be amplified on television, on the radio, or in newspapers (Benkler et al. 2017; Starbird 2017).

Apart from the organic spread of misinformation between users, the primary digital techniques used to disseminate misinformation are known as “bots” and “sock-puppets.”

Bots are “algorithmically driven computer programs designed to do specific tasks online” (Woolley and Howard 2016, 4885). McKelvy and Dubois (2017) propose four types of political bots: dampeners suppress messages, amplifiers make messages appear more popular than they are, transparency bots share information relevant to informed citizenship, and servant bots are used by government and organizations to answer questions or provide other services. Bessi and Ferrara (2016) find that bots are primarily used on Twitter to rebroadcast content, rather than reply to others, although rebroadcasting might be used to dampen messages or amplify others.

Sockpuppets are “human-operated fake accounts” (Morgan and Shaffer 2017), which enable actors to hide or misrepresent their identities. Sockpuppets can be used to make messages more credible, such as by impersonating a trusted source make it appear that particular people or groups are spreading messages or hold opinions that they do not – such as an apparently Russian-controlled account “United Muslims of America” that attacked US politicians and promoted misinformation about US foreign policy (Collins, Poulsen, and Ackerman 2017). Multiple fake accounts can also be also used to amplify
messages. For instance, sockpuppets were used to share pro-Trump and anti-Semitic messages on social media during the 2016 US election (Morgan and Shaffer 2017).

Bots and sockpuppets can be purchased (Gu, Kropotov, and Yarochkin 2017; Morgan and Shaffer 2017; Thomas et al. 2013), though Russia, China, and other governments may task staff to act as sockpuppets (Aro 2016; Bradshaw and Howard 2017; G. King, Pan, and Roberts 2017).

Not only can messages be massively amplified on social media platforms, the design of these platforms often has the additional effect of exposing readers to sensational headlines with little contextual information, while simultaneously promoting its purported veracity due to the fact that it was shared by friends or other trusted proxies. Whether intentional or not, these features take advantage of human psychology and can leave citizens more likely to believe misinformation (Allcott and Gentzkow 2017; Gu, Kropotov, and Yarochkin 2017; Messing and Westwood 2014).

**Example: Fake News in the 2016 US Election**

The recent US election generated extraordinary amounts of fake news (Bell and Owen 2017, 68–71; Vargo, Guo, and Amazeen 2017). In the last months of the election, the top 20 fake news pieces had greater engagement on Facebook than the top 20 stories from major news outlets (Silverman 2016). Fake news sites were operated by domestic and foreign actors, including transnational right-wing networks and Macedonian teenagers (Subramanian 2017). In late 2017, it was revealed that Russian actors purchased political ads and used fake identities to post fake stories on Facebook and other social media platforms (Collins, Poulsen, and Ackerman 2017; Isaac and Wakabayashi 2017). False stories on Facebook – such as the Pope endorsing Trump – were more likely to benefit Trump and the Republican Party rather than Clinton and the Democratic Party (Allcott and Gentzkow 2017; Benkler et al. 2017; Silverman 2016).

**Example: Bots and the 2017 French Election**

There is considerable evidence that bots were used to influence the recent presidential election in France (Desigaud et al. 2017; Howard et al. 2017). Hundreds of social media accounts – including many that were active during the 2016 US election – promoted false and defamatory information, primarily against candidate Emmanuel Macron. These accounts were particularly active in the final days of the election, when they promoted the
possible leak of Macron campaign documents (DFRLab 2017; Doman 2017; Scott 2017).

However, the effect of this misinformation seems to have been limited as most engagement with these bots came from foreigners and French citizens already on the extreme right (DFRLab 2017; Ferrara 2017). Furthermore, the dissemination of leaked information was limited by its timing, by decisions of journalism outlets not to give the leaks extensive coverage (for legal and professional reasons), and by the electoral commission’s prohibition on publishing hacked documents during the legal blackout period immediately preceding the election (Donadio 2017; Willsher 2017).

MANIPULATING PREFERENCES VIA BIG DATA AND MICRO-TARGETING

Digital technologies enable mass data accumulation and the increasingly specific targeting of groups and individuals with messages meant to persuade or mislead them. While targeted messaging and data accumulation have long been a part of democratic campaigns, their use has expanded due to an exponential growth in the accumulation and computational processing of data, and through algorithm-enabled targeting and testing of messages. As a result, the potential for micro-targeted manipulation has greatly increased.

Compared to the pre-digital era, foreign actors have significantly greater and easier access to data than in the past, making extraterritorial electioneering easier and more effective (Cadwalladr 2017a; Teachout 2009). Targeted influence operations, which in the past had to be carried out near to targets, can now be done from a great distance – even from another state. Through surveillance and micro-targeted messaging, foreign actors can now manipulate people in ways that undermine or shape their political participation, or that may turn them against fellow citizens.

Techniques

Micro-targeted manipulation requires that actors have extensive data about potential targets, that they can identify targets (often using algorithms) and disseminate messages to them, and that they can design messages that are likely to influence their targets’ opinions or actions.

Digital technologies make it possible to collect mass amounts of information about
populations, or about specific groups and individuals. Data can be acquired in several different ways. Social media platforms, search engines, and websites gather huge amounts of data about users, and track their actions and movements online, as part of their advertising model (Albright 2017; Christl 2017). This data can be sold to foreign actors legally or in black markets, or acquired by foreign actors by hacking databases (Lewis and McKone 2016; Vijayan 2015).

People’s data is also acquired by governments, including information about government employees (Gilman, Goldhammer, and Weber 2017) and about citizens in general (Perlroth, Wines, and Rosenberg 2017). As Hersh (2015) shows, political parties in the US have shaped public policies to acquire data about citizens that they can use for electoral strategies. In addition, law enforcement and intelligence agencies engage in mass and targeted collection of the communications of citizens and non-citizens (Greenwald 2014; Privacy International 2016). Such data may be shared with or hacked by foreign actors (Gilman, Goldhammer, and Weber 2017; Nakashima 2017).

Foreign actors thus have significant legitimate access to data relevant to people’s political participation and mobilization, such as by following their social media feeds or purchasing information from data brokers. They also have illegitimate means to get this data, such as through hacking or surveillance operations.

Algorithms are used to rapidly sift through these massive amounts of data to identify relevant sub-populations that may be targeted. Algorithms can identify people based on demographics, geography, psychographics, behaviour, and combinations of each of these categories. Pernicious targeting is possible. For instance, ProPublica revealed that Facebook allowed advertisers to target algorithmically-identified “Jew haters” (Angwin, Varner, and Tobin 2017), and another study suggested that algorithms could identify homosexuality – raising concerns about state tracking and abuse (Kosinski and Wang forthcoming).

A further concern about micro-targeted messaging is that it may evade public scrutiny, since the algorithms used tend to be complex and proprietary, and since micro-targeted messages are not typically visible to general publics. Perhaps most notable is Facebook’s former practice of allowing ‘dark posts’, which were only visible to targeted audiences (Baldwin-Philippi 2017; Lapowsky 2017). In the 2016 US election, the Trump campaign’s dark posts “included videos aimed at African-Americans in which Hillary Clinton refers
to black men as predators” (Grasseger and Krogerus 2017). The lack of transparency of algorithms and message content makes it difficult for individuals or institutions to scrutinize, check, or refute micro-targeted messaging (Yeung 2017).

Micro-targeted messaging may sometimes provide people with better and more relevant information, including on political issues. However, there is widespread concern that micro-targeting can facilitate manipulation. Manipulation occurs when an actor uses deceptive means to induce changes in people’s thoughts or behaviors, in ways that people would not have endorsed had they been aware of the deception (Goodin 1980).

Manipulation may be easier with micro-targeting for several reasons. First, messages can be customized to fit specific audiences, and designed to exploit specific cognitive dispositions and information deficits. For instance, highly-charged affective messages can be targeted to low-information voters (Gorton 2016). In effect, “hacking the brain” (Fonseca 2010; Kahan 2013).

Second, micro-targeting allows actors to target specific groups (or individuals), and to precisely control the timing, information, and sites of contact, so that they leverage psychological predispositions or vulnerabilities for maximum effect.

Third, micro-targeted messages are usually only seen by targeted audiences, limiting possibilities for critique or counterargument. This technique can thus reduce the “publicity” of political messaging.

Finally, micro-targeting could be used to identify and mobilize potentially dangerous individuals or groups within a political community, targeted at specific groups or individuals to incite backlash or even violence. Groups or individuals could be targeted with particular messaging (e.g. misinformation, fake scandals, etc.) designed to incite them, by playing on confirmation or in-group biases, bandwagon effects, motivated reasoning, or psychological state (e.g. depression or delusion).

| Example: Mobilizing conflict in the 2016 US election |
Micro-targeting played a role in mobilizing pro-Trump support and rallies during the 2016 US campaign. Russian actors are believed to have purchased at least 3,000 micro-targeted Facebook ads to influence Americans (Isaac and Shane 2017; Stamos 2017). Facebook estimated that approximately 10 million people saw these ads, and that the
ads and other posts by Russia-affiliated actors reached 126 million people (Isaac and Wakabayashi 2017). Russian propagandists are also suspected to have organized rallies. In Florida, pro-Trump rallies were facilitated with data from Facebook (via a page called “Being Patriotic”) and Twitter (through the account @march_for_Trump) (Collins et al. 2017). The Facebook page (now closed) was run by the Russia-based Internet Research Agency. Russian actors are also believed to have organized competing demonstrations in Houston, supporting and opposing Muslims in the US (Lister and Sebastian 2017).

Example: Psychographic profiling in the US election and Brexit referendum

The US-based company Cambridge Analytica and associated organizations have come under scrutiny for assistance in micro-targeting campaigns in both the US election and the UK’s Brexit referendum (Cadwalladr 2017b). Cambridge Analytica claimed to be able to micro-target US voters with messages based on their personalities and emotional states, using “psychographic” evaluations drawing on thousands of data points about every American (Illing 2017). While Cambridge Analytica played a key role in the Trump campaign, there are significant doubts about whether this psychological manipulation occurred or was effective (Illing 2017; Tworek 2017a). In the case of the Brexit referendum, a Cambridge Analytica contractor assisted several pro-Leave groups to micro-target advertising, and may have violated campaign laws (Cadwalladr 2017b).

INTERNET TROLLING

Uncivil, threatening and disruptive behaviours online are frequently referred to as “trolling.” While such behaviours are not new to democratic politics, DCTs have introduced new techniques and opportunities. Crucially, DCTs enable a scale shift in the coordination of trolling behavior. Such large-scale trolling activity may have pernicious effects on a society’s communication styles and political culture.

While some researchers define a troll as any person who intends to “cause disruption and/or trigger or exacerbate conflict for the purposes of their own amusement” (Hardaker 2010), others contend that such a view implicitly adopts trolls’ own views of themselves as iconoclastic mischief-makers (Phillips 2015). We instead follow Forestal in defining trolling as:
[A] specific kind of political activity that is marked by a refusal to participate in the kind of productive exchange of ideas that marks democratic politics. Instead of engaging in activity marked by democratic principles of reciprocity, accommodation, and inclusion, trolls actively work to dominate and control the conversations on any given site. (2017, 150)

Research on foreign interference in elections through online trolling is growing. For instance, there is extensive evidence of Russian government funding of troll networks to wage information warfare and influence public opinion during elections (Aro 2016; Greenberg 2017; Spruds et al. 2016).

**Techniques**

Threat-making and intimidation are key trolling tactics. Common forms of intimidation include death threats, threats of sexual assault, threats of violence to family, or threats of smear campaigns and reputational damage (Bradshaw and Howard 2017; Garofalo 2016; Massanari 2017; O’Carroll and Escorcia 2017; Spruds et al. 2016). Pro-government troll mobs have targeted journalists, political dissidents, and opposition parties with such threats. Threat-making often draws on longstanding antagonisms or vulnerabilities that exist in societies. For example, women are frequently targeted with threats of gendered violence, such as the trolls loyal to Turkey’s Justice and Development Party who target women journalists with rape threats (Shearlaw 2016); Russia-backed trolling efforts often seek to inflame ethnic tensions (Collins, Poulsen, and Ackerman 2017; Spruds et al. 2016); and trolls aligned with transnational alt-right groups promote stigmatization of people of different racial, ethnic, gender and religious identities (Nagle 2017; Phillips 2015).

Another common method of intimidation and harassment is doxxing. Doxxing “starts with publishing someone’s personal information in an environment that implies or encourages intimidation. Typically done online, the information then is used by others in a campaign of harassment, threats and pranks” (Henrichsen 2015). The unwanted publicity of one’s personal information is the opposite of the anonymity the doxxers enjoy and preserve for themselves. Trolls are therefore able to control who has access to anonymity and who does not, allowing them to act with relative impunity while making their targets insecure. Many critics link doxxing with an online culture of organized misogyny that seeks to prevent women from participating in online spaces (Mantilla 2015).

A third method of trolling is the creation of trivializing or stigmatizing memes. Memes
may be used to increase cultural and political polarization, while seeking to trivialize threatening behaviour. One high-profile example is the association of racist or white nationalist messaging with the image of “Pepe the Frog” (Marwick and Lewis 2017, 36).

Finally, trolling is increasingly integrated with the propaganda efforts of governments and political parties. Bradshaw and Howard document the widespread existence of “government, military or political party teams committed to manipulating public opinion over social media” (2017, 3). These state-sponsored trolls often target journalists, government critics and political dissidents. For example, cyber agents with connections to the Azerbaijani, Mexican, and Russian governments have targeted political opponents and journalists (Duncan 2016; Geybulla 2016; O’Carroll and Escorcia 2017). King et al (2017) have estimated that agents working for the Chinese government post approximately 448 million social media comments every year.

The Russian government has received particular attention for paying “troll armies” to comment on social media platforms to shape public debate (Aro 2016). A report by the NATO StratCom Centre for Excellence details the Russian use of trolls that “communicate a specific ideology and, most importantly, operate under the direction and orders of a particular state or state institution” (Spruds et al. 2016, 10). The strategic aim of this trolling is to undermine public trust in the credibility of an opponent government through systemic information warfare (Ibid, 14).

Not all comments by regime-sponsored agents are abusive. For instance, agents directed by the Saudi Arabian government posted ostensibly neutral content with the apparent aim of distracting people from the original discussion (Freedom House 2013). A similar tactic, and one more consistent with the ethos of troll as provocateur, is posting incendiary material to provoke outrage among other participants, drawing attention toward the troll and away from the substance of the political issue previously being discussed (Bradshaw and Howard 2017).

**Examples: Trolling the 2016 US election and 2017 German election**

Trolling played a significant role in the 2016 US presidential election. Numerous commentators observed the use of trolling tactics, in particular by Trump and Trump supporters, to organize harassment campaigns against opponents and journalists (Aiken...
The voting process itself was disrupted by trolls who targeted prospective Democratic Party voters with misinformation about where and how to vote (Eordogh 2016). Foreign government-sponsored trolls also promoted fake news (Collier 2017; Rainie, Anderson, and Albright 2017).

The connection between politically-motivated trolling and far-right candidates and parties has been observed in European elections. During the 2017 German federal elections, trolls circulated hate-infused memes and misinformation to garner support for right-wing populist party Alternative for Germany (Applebaum 2017; von Hammerstein, Höfner, and Rosenbach 2017). The AfD benefitted from fake and inflammatory misinformation produced by non-Germans, including those from Russia and the US (Hjelmgaard 2017).
WHAT ARE THE IMPACTS OF THESE THREATS?

Foreign actors have been shown to use a range of digital techniques to influence elections. Strong evidence about the effects of this meddling is limited, however. For instance, we have not found a conclusive case in which foreign interference using DCTs changed the outcome of an election from one candidate or party to another.

This section summarizes key findings about how digital techniques – sometimes in conjunction with one another – can impact not just election outcomes, but the key democratic activities of participation, public deliberation, and institutional action.

| Participation |

Evidence suggests that foreign actors can use digital techniques to undermine citizen political participation in a variety of ways. These techniques range in targets, with some affecting people generally, some focused on supporters of particular parties, and some used to exclude people from participation on the basis of their identity or socio-economic status.

The most basic form of democratic participation, the ability to vote and have one’s vote count, is threatened by digital interference. There is evidence that foreign actors have gained access to voting systems and databases, although there is no documented evidence that foreign actors have successfully changed electoral outcomes this way (see more on hacking of voting processes and electoral commissions in the Institutional Action sub-section below). People’s ability to vote may also be threatened by misinformation operations that actively spread misinformation about how and where people may vote (Eordogh 2016).

Misinformation can also be used to discourage voters to go to the polls. Existing research on elections suggests that campaign ads very rarely persuade citizens to change who they will vote for (Kalla and Broockman 2017). Ads appear can be more effective at increasing or depressing voter turnout, and at influencing whether people will vote for lesser-known candidates (Holtz-Bacha et al. 2017; Krupnikov 2014). It is not yet
clear whether micro-targeted advertising has more significant effects on voters’ choices or turnout.

Democratic participation may also be undermined by actors who use digital techniques to blackmail, threaten, or harass candidates or other individuals who seek to participate in elections and in public debates. Concerns about hacking operations to enable blackmail were raised by MPs in the UK when 90 parliamentary email accounts were compromised in 2017 (Guardian Staff 2017). The persistent threat of attacks on private data may dissuade people running as candidates or advancing certain public positions. Moreover, the exposure of supposedly private data and communication imperils privacy rights and freedoms of conscience, communication and association (Parsons 2015).

Trolls target candidates for public office with threats and harassment, seeking to discourage their participation (Garofalo 2016). As one of many examples, Kim Weaver recently dropped out of an Iowa congressional race, partially because of online death threats (Doyle 2017). Online trolling frequently targets vulnerable groups that already face barriers to full participation, including women, and ethnic, racial, religious or gender minorities (Massanari 2017; Nagle 2017). Indeed, much of what is colloquially categorized as trolling is indistinguishable from criminal threat and hate speech (Citron 2014). Trolling by sockpuppets amplified anti-Semitic and nativist language on social media and partisan news sites during the 2016 US election (Morgan and Shaffer 2017).

Trolls may attempt to poison the waters of online discussion to discourage citizens or groups from participating in discussions about specific political or social issues, particularly during elections. Aro (2016), for example, interviewed many people who stopped making Russia-related comments online out of fear that they would continue to be targeted by trolls.

More generally, those who purchase or create computational propaganda mechanisms can drown out contributions by other voices on social media platforms. For instance, research suggests that a single Russian agency purchased over 3000 Facebook ads that were shared hundreds of millions of times (Timberg 2017). Even a small number of bots can produce a large number of tweets (Starbird 2017), especially if influential human users retweet their content (Chengcheng Shao et al. 2017). Bessi and Ferrara (2016) estimate that bots were responsible for up to 20% of US election tweets. Similarly, half of English-language #Macronleaks tweets originated with only 5% of users (Scott 2017).
and 6% of all French-election tweets included fake news (Desigaud et al. 2017).

Strategic ad buys, the use of bots and trolls, and other strategies, can thus enable messaging by foreign actors to eclipse citizen voices.

| Public Deliberation |

During the periods of intense public communication before elections, citizens and candidates and civil society groups all put forward their views in a wide range of forums and platforms. Not only does this communication inform whether and how people will vote, it also helps to establish collective understandings about the issues and values at stake.

Foreign actors can use DCTs to push false or misleading information, or can suppress and filter information flows, in ways that undermine the epistemic quality of public deliberation. This not only leads to weak understanding of public issues and disagreement on facts, but can also lead to belief in dangerous conspiracy theories (e.g. #pizzagate, voter fraud) (Martin 2017; Marwick and Lewis 2017; Peters 2017). Misinformation can be taken up by powerful individuals as well as voters. Feinberg (2017) reports on a Republican staffer who helped draft an amendment to a bill that took as its basis misinformation found on a pro-Trump subreddit.

There are two often theorized mechanisms for people’s uptake of misinformation. The first explanation posits that individuals may be susceptible to ‘fake news’ because they process it using automatic, rapid, and non-conscious modes of ‘fast’ thinking rather than the conscious and cognitively taxing modes of ‘slow’ thinking (Kahneman 2011). On this view, fake news persuades readers who do not think carefully about what they are reading. The second explanation suggests that individuals may engage in motivated reasoning, which aims not at accuracy but at reaching a conclusion that is congruent with one’s prior beliefs. Motivated reasoning in this context is often driven by partisan considerations, including political beliefs and partisan self-identification.

Pennycook and Rand (2017b) find the lack of analytic thinking, rather than partisan motivated reasoning, explains susceptibility to believing “fake news” headlines. However, partisan considerations might motivate sharing “fake news” online. Social media platforms are designed to take advantage of these cognitive limitations to encourage “virality”, which can lead users to share politically concordant fake headlines on social
media, even if they are unsure of their accuracy (Pennycook and Rand 2017b, 36). The increased use of social media as a source of information also offers an opportunity for people to make their own news consumption a marker of group membership, sharing information to protect “one’s identity or standing in an affinity group that shares fundamental values” (Kahan 2013, 408). As partisans have become increasingly hostile to opposing parties (Iyengar and Westwood 2015), sharing propaganda journalism may also be used to provoke or harass those who do not share partisan affiliation, especially given the willingness of hyper-partisan media outlets to publish material that targets specific groups (Bernstein 2017).

Hyper-partisan media outlets use click-bait headlines, memes, and other rhetorical devices to encourage amplification of misinformation by both human and bot users of various social networks (Faris et al. 2017; Woolley and Guilbeault 2017). For instance, memes made up Breitbart’s most-shared posts during the 2016 election and were potent vectors for misinformation (Lyons 2017a; Marwick and Lewis 2017). Amplification gives the appearance of widespread belief in false information and encourages the mainstream media to report on it (Chadwick, O’Loughlin, and Vaccari 2017; Manjoo 2017). Reporting on disinformation often requires repeating it, which can increase its salience (B. Weeks and Southwell 2010) or influence readers even if accompanied by a correction (Vargo, Guo, and Amazeen 2017).

These misinformation strategies may seek to convince people to adopt particular opinions or take particular actions. However, they may also aim to systematically exhaust citizens’ search for truth or their trust in political institutions by using a “firehose of falsehood” propaganda model (Paul and Matthews 2016), which can lead people to see “question the integrity of all media as equally unreliable” (Citizen Lab 2017).

In addition to promoting falsehood, digital techniques are used to shape the agenda of public deliberation. For example, bots are used to amplify favourable messages and dampen criticism of the Russian government without resorting to censorship (Sanovich 2017). Bots were used in the US election campaign to “manufacture consensus” by amplifying messages and producing the appearance of online popularity and offline political support (Bessi and Ferrara 2016; Woolley and Guilbeault 2017). Similarly, sockpuppets have been used to stop political argumentation in China, where government employees post millions of benign messages on social media to drown out public awareness of direct action against the government (G. King, Pan, and Roberts 2017).
Hacking operations can contribute to these information operations that seek to shape the agenda of public deliberations. High-profile leaks of hacked documents can also be used to distract publics from other issues or candidates. For example, the first leak of John Podesta’s emails came an hour after the infamous Trump’s infamous *Access Hollywood* video was released, and the Podesta leaks were dribbled out in the weeks before the election to maintain attention (Lubben 2017).

In their general overview of agenda-setting in the 2016 US presidential election, Faris et al. (2017) examine both mainstream and social media coverage and contend that asymmetric partisan polarization among media outlets allowed the Trump campaign to set the agenda around its proposed policies while the Clinton campaign became synonymous with scandal.

In contrast, the #MacronLeaks release appears to have failed to change the agenda during the 2017 French presidential election. Possible reasons include the leaks’ timing (just before the election, during a media blackout period), the different media environment (with gatekeeper media outlets that were unwilling to publish quick takes on the leaked data), a different political culture in France (less partisan on party lines), and the existence of a widespread public narrative about the likelihood of Russia-backed leaks and misinformation campaigns (Dickey 2017). Furthermore, the French electoral commission, in an emergency session, warned media and internet users that they could face criminal prosecution if they published the hacked documents (Donadio 2017; Willsher 2017).

Misinformation and propaganda can also be mobilized to *promote division and distrust*. Misinformation can be created, disseminated and targeted in ways that amplify existing divides, such as partisan conflict, in order to drive wedges between allies and undermine shared norms of democratic debate (Canadian Security Intelligence Service 2017; E. King 2016). For example, some Russian-purchased Facebook ads focused on polarizing issues – such as gun control and immigration – in an apparent attempt to amplify social discord (Isaac and Shane 2017). Other Russian-orchestrated social media messages promoted violence among social factions in the US, including along racial and religious lines (Devine 2017; Lister and Sebastian 2017).
Institutional Actions and Electoral Regulation

Foreign actors can use DCTs to block or hamper institutional actions necessary for elections, and to violate electoral regulations.

Electoral commissions and other state bodies that oversee voting processes face cyber attacks. For example, a hacking attack on central servers of the Ukrainian voting authority in 2014 deleted important files just before the election, and its public reporting systems were compromised and only fixed an hour before false election results were announced (Clayton 2014). In 2016, the website of Ghana’s Central Election Commission was hacked and false results were tweeted from the Commission’s account while votes were still being counted (Communications Security Establishment 2017, 17). Kenya’s supreme court annulled the country’s August 2017 election, in part because some evidence suggested the voting system had been hacked (Dahir and Kuo 2017). In the US, there is evidence of theft and possible manipulation of voter lists in dozens of states, as well as evidence that hackers affiliated with Russia’s military intelligence attempted to access the computers of 122 election officials prior to the election (Calabresi 2017; Kopan 2017). Hackers were able to access – and in one case possibly change – the electronic poll books used at polling offices to confirm eligible voters (Perlroth, Wines, and Rosenberg 2017). There have also been proof of concept tests showing that voting processes and databases can be hacked by outside actors, leading to calls for reform in the United States and beyond (National Election Defense Coalition 2017; Norden and Vandewalker 2017). These hacking attempts can lead voters to question the integrity of the electoral system and the value of their participation.

The hack and release of data can also present serious obstacles to political parties and civil society organizations, which must address security risks to personnel; economic exposures; and derailed communication strategies. For organizations, the costs of responding to data breaches and leaks can range from hundreds of thousands to hundreds of millions of dollars (Croootof 2018, 30). Even if hacked data is not publicly leaked, it can be used or shared to give some actors an unfair or strategic advantage over electoral competitors. In the 2012 presidential election in Mexico, “a team of hackers ... stole campaign strategies ... and installed spyware in opposition offices, all to help Peña Nieto, a right-of-center candidate, eke out a victory” (Robertson, Riley, and Willis 2016, 61).

Trolling operations can also be directed at public officials involved in voting processes,
and troll networks have been encouraged to develop hashtags and memes to target public officials. Civil society watchdogs and journalists have all been targeted by troll networks during elections, thereby undermining their ability to hold public institutions to account.

Foreign actors may also violate the letter or spirit of electoral and criminal regulations using DCTs. It is clear that Russian actors violated limitations on campaign spending in the US elections. In the UK’s Brexit referendum, a Canada-based company with ties to US-based Cambridge Analytica may have violated campaign laws in the UK’s Brexit referendum, by counting as undeclared and impermissible foreign donations (Cadwalladr 2017a). More generally, it is extremely easy to hide the location or identity of authors of websites, social media posts or bots, making election regulations on campaign spending and media broadcasts extremely difficult. The German, US, Canadian, and other governments have announced their intention to update laws and enforcement mechanisms to address these gaps in regulation (Kinstler 2017; Klobuchar 2017; Standing Senate Committee on Legal and Constitutional Affairs 2017).
Many types of actors, with different capabilities and intentions, use digital techniques to influence elections or undermine democracy.

Technical abilities and resources are necessary, but many techniques described in this report do not require significant technical sophistication. For instance, it is relatively easy to create or purchase bots, or to set up social media accounts for trolling. By contrast, mass surveillance and some forms of cyber intrusion and extraction require significant technical resources.

In addition to technical capabilities, threat actors draw on “social capabilities,” such as knowledge of their targets, techniques of social engineering, or knowledge of strategies to influence particular media or political systems (Citizen Lab 2014; Communications Security Establishment 2017). For instance, when examining the capacities of actors to mount digital threats against Canadian elections, Canada’s Communications Security Establishment (CSE) suggests that three areas need to be assessed to evaluate the capability of threat actors: “Technical sophistication of the cyber capabilities,” “Knowledge of Canada’s democratic process and how it can be manipulated,” and “Ability to orchestrate activities and people.”

States regularly use DCTs to advance their geopolitical aims (Buchanan 2017), and have been building up both cyber-offensive capabilities and social media “troops” (Bradshaw and Howard 2017). Cyber-criminal organizations sell software or labour (e.g. troll networks) that can be used to interfere in elections (Gu, Kropotov, and Yarochkin 2017). Non-state actors can mobilize many digital techniques, whether as formal networks such as terrorist groups like ISIS (Lee 2016), or informal networks such as right-wing movements that promoted #MacronLeaks in the 2017 French presidential election (Scott 2017). Indeed, alt-right or far right networks have been under the spotlight both for their innovations in digital techniques, and for their white supremacist, anti-feminist, anti-Semitic, neo-Nazi, Islamophobic, queerphobic, authoritarian and ultranationalist elements (Hannan 2017; Nagle 2017).
Canada’s CSE proposes the following typology of actors and motivations (2017, 12):

- **Nation-states** are motivated by economic, ideological, and/or geopolitical interests.
- **Hacktivists** are motivated by ideological issues.
- **Cybercriminals** are motivated by financial profit.
- **Terrorist groups** are motivated by violent extremist ideologies.
- **Political actors** are motivated by winning political power domestically.
- **Thrill-seekers** are individuals seeking reputational or personal satisfaction from successful hacking.

These categories are not mutually exclusive. For instance, surveillance technology companies or micro-targeting companies like Cambridge Analytica profit from their services and promote an ideology (Cadwalladr 2017b; Privacy International 2016). Furthermore, social media companies can be considered foreign actors with respect to most countries, they pursue their own corporate and (often implicit) ideological interests (Fuchs 2017; Gillespie 2010), and they may be said to interfere in elections to the extent that they shape people’s contributions to public debate and create vulnerabilities to information operations.

Clearly, states are not the only threat actors, and some have argued that cyber technologies may significantly reduce the monopolization of power by states in the international system (Owen 2015). However, state actors are distinguished from non-state actors by their ability to combine sophisticated cyber capabilities (either possessed by their own personnel or purchased), extensive intelligence of targets, and long-lasting, multi-dimensional campaigns of coordinated action on multiple fronts (such as bot-driven propaganda, state broadcast propaganda and troll-networks that can operate in multiple languages) (Aro 2016; Bradshaw and Howard 2017). Moreover, states can coordinate their digital activities with large-scale “non-digital” activities, such as diplomatic campaigns, crackdowns on activists, or military actions. As a result, electoral interference using DCTs may have more extensive and serious effects when coordinated by states.
Most research on state interference in elections using DCTs has focused on Russia. The Russian state promotes misinformation and sponsors hacking attacks on organizations and individuals, using government employees, government contractors, and criminal organizations (Aro 2016; Citizen Lab 2017; Zhdanova and Orlova 2017). Russia is considered to be likely to pursue digital interference in future elections (Communications Security Establishment 2017; Stelzenmüller 2017).

Other states may engage in foreign digital election interference. Taiwan has faced an influx of pro-reunification propaganda that is spread online but originates in mainland China (Monaco 2017). Hong Kong activists have been subject to hacking attacks, and the malware used in these attacks has also been found on the website of Myanmar’s national electoral body (Brooks, Dalek, and Crete-Nishihata 2016). While responsibility for these attacks is unconfirmed, it is clear that there are multiple digital strategies being used to interfere in elections in Asia.

The US, UK, Israel, and other states, also have military, intelligence and diplomacy operations that use social media to influence external groups (Bradshaw and Howard 2017). While it is not clear that the US interferes in elections using the digital techniques described in this paper, it has a history of interference (Levin 2016) and the capabilities to do so.

Finally, it is important to recognize that domestic actors often work as de facto “partners” in these efforts. For instance, in the 2016 US election, different actors hacked and leaked the DNC’s and Podesta’s private data, and these materials were then propagated by mainstream journalism organizations, fake news sites, Republican politicians, and interested citizens (Collier 2017; Legum 2017; Nyhan and Horiuchi 2017). The 2017 French and German elections also saw coordinated actions between foreign and domestic actors, primarily on the political far right, to push misinformation and social conflict (DFRLab 2017; Hjelmggaard 2017).
WHAT ARE THE KEY VULNERABILITIES TO DIGITAL THREATS AND WHAT COUNTER-MEASURES CAN BE TAKEN?

Foreign actors exploit systemic and institutional vulnerabilities when using DCTs to interfere in elections. Our synthesis of existing research suggests there are five key vulnerabilities: deficits in citizens’ digital literacy and data protection, polarized political cultures and media systems; problematic social media design and policies; inadequate electoral and criminal regulations; and inadequate international norms and laws on cyber interference. These vulnerabilities affect different political systems in different ways, and comparative research to assess these differences is needed.

This section clarifies these vulnerabilities and identifies counter-measures that have been proposed to address them. To date, there is little robust evidence regarding the effectiveness of these measures.

DEFICITS IN DIGITAL LITERACY AND DATA PROTECTION

People are susceptible to misinformation, manipulation, hacking and trolling in part because of deficits in their use and understanding of DCTs, as well as the insecurity of their private data.

Citizens with less digital literacy are less able to assess trustworthiness or origins of digital messaging and are more prone to manipulation. Even digital natives struggle to determine which news sources are fake and which ones are real (Stanford History Education Group 2016; Stecula 2017). Since coordinated or algorithmic production of content means that the same misleading news stories appear on many different sites, readers can falsely believe they have verified information by checking against multiple sources (Rojecki and Meraz 2016; Sollenberger 2017).

In addition, as Herring et al (2011, 381) note, trolls often “prey on inexperienced Internet users and populations that are vulnerable for other reasons.”
Citizens often fail to follow adequate cyber-security practices, as do individuals in political parties, civil society organizations and government agencies. In 2016, the Institute of Information Security Professionals produced a survey in which 80 percent of security professionals claimed that individual behaviours were the most significant challenge to cyber security (IISP 2016). In 2017, Pew noted that many do not trust others to protect their data online but do not themselves follow best security practices (Olmstead and Smith 2017).

Private corporations and government are critical targets given that they collect and keep huge amounts of data. There is widespread concern that neither private nor public actors have adequate measures or adequate incentives to protect people’s data (Gilman, Goldhammer, and Weber 2017; Hare 2016). For instance, Roy (2016) argues that Canada does not yet have adequate governance practices to ensure the privacy and security of Canadian citizens’ meta-data.

**Countermeasures**

Digital media literacy and civic education are necessary for citizens to be less vulnerable to online misinformation, propaganda, and manipulation. While digital media literacy is widely endorse, there are disagreements about what it entails and what forms of education are most important (Maksl et al. 2017). There is some evidence of success for models of media literacy that encourage readers to be prepared for exposure to misinformation and to engage in the “conscious processing of information” (Craft, Ashley, and Maksl 2017). However, citizens often lack both the motivation and capacities needed to assess content in fragmented media environments (Lazer et al. 2017). Young people, whose identity and political awareness have developed on social media and in a very polarized era, require particular attention and education (Kahne and Bowyer 2017).

Given contrasting evidence and approaches, a report for the Council of Europe recommends that a task force be established to identify best practices in education that addresses:

(i) traditional news literacy skills; (ii) forensic social media verification skills; (iii) information about the power of algorithms to shape what is presented to us; (iv) the possibilities but also the ethical implications offered by artificial intelligence; (v) techniques for developing emotional scepticism to override our brain’s tendency to be less...
critical of content that provokes an emotional response; and (vi) statistical numeracy (Wardle and Derakhshan 2017, 70).

One promising recent development was a coordinated project of journalism newsrooms, universities, nonprofits and tech companies to challenge rumors and fabrications in the 2017 French election, which appears to have gained widespread support and increased media literacy by journalists and members of the public (Smyrnaios, Chauvet, and Marty 2017).

There are ongoing attempts to educate citizens, journalists, civil society members, government staff and politicians on issues of cyber-security and data protection, but evidence on what works is limited. While there are extensive sets of tools and recommendations, it can be challenging to provide people with up-to-date recommendations at an appropriate level of technical sophistication. Some of the best privacy and data protection resources are created by civil society groups, such as Access Now and the Electronic Frontier Foundation, or by the University of Toronto’s Citizen Lab (Citizen Lab n.d.).

Many technologists and policy experts argue that putting the onus on individuals to protect their own data is misguided, and that technology companies, internet service providers, and governments should do more to make online activities more secure, including by holding to account organizations responsible for security lapses (Tenove, Delgado, and Woodside 2016).

It’s clear that members of groups – such as politicians, electoral officials, media organizations, diaspora of repressive states, and members of stigmatized minorities – have different risks of hacking and trolling, and different encounters with misinformation, and thus require different interventions to enhance their digital literacy and cyber self-protection.

**POLARIZATION AND HYPER-PARTISANSHIP IN POLITICAL CULTURES AND MEDIA SYSTEMS**

High levels of polarization can generate widespread distrust of political institutions, the media, and one’s fellow citizens in ways that lay the groundwork for manipulation by foreign actors (Jarvis 2017; Neudert 2017; Vargo, Guo, and Amazeen 2017). Polarization increases ideological commitment to a party and, as a result, may increase
motivated reasoning around misinformation (Druckman, Peterson, and Slothuus 2013). Partisanship, particularly in the US, is increasingly important to people’s identities, leading to the politicization of spaces that are not inherently political, including social media feeds (Iyengar and Westwood 2015).

Polarization may be exacerbated by the existence of homophilous information communities or “filter bubbles”, which develop in fragmented and polarized media systems and through the algorithmic curation of information (Lazer et al. 2017; Pariser 2011). These filter bubbles can facilitate misinformation cascades, where incorrect information spreads without readers being exposed to any disconfirming evidence (Carlson 2017; Del Vicario et al. 2016), though some research challenges the belief that social media embed citizens in “filter bubbles” (Margetts 2017; Nelson and Webster 2017).

Research on partisan media suggests that hyper-partisan sources tend to be make those who are already partisan even more partisan, but have relatively little effect on those who would not otherwise seek out partisan information (Levendusky 2013). However, social media rumours and hyper-partisan media can reach broader publics if they influence elite opinion-makers or drive the agenda of mainstream media, a phenomenon often seen in the US but not limited to it (Starbird 2017; Vargo, Guo, and Amazeen 2017; Zhdanova and Orlova 2017). Thus, even if only a small proportion of citizens is exposed to hyper-partisan media and messaging, a much broader segment of society is likely to be exposed to the most potent instances of misinformation.

Foreign actors take advantage of information systems with weakened “gatekeeper” institutions, including professional news media, and with high degrees of distrust of political and media institutions. Comparative national research shows that there are significant differences in degrees of polarization and distrust, and that distrust of news media is much higher in states with high degrees of political polarization (Hanitzsch, Dalen, and Steindl 2018).

**Counter-measures**

Countermeasures will need to promote civility and democratic ethics among key actors, such as political parties, and identify cross-partisan methods of correcting misinformation. Benkler et al. (2017) conclude their study on the US alternative media ecosystem by suggesting that “Rebuilding a basis on which Americans can form a shared belief is
... the most important task confronting the press going forward." The idea of making political parties more deliberative so that they agree on common issues, rather than just pursuing partisan interests, has been raised by several commentators as a way of responding to polarization (Invernizzi-Accetti and Wolkenstein 2017).

Joint action on political polarization may be very difficult. In the US, polarization is asymmetric, with conservatives moving further to the right than liberals have moved to the left (Hacker and Pierson 2015). Republican voters are more likely to consume fake news (Guess, Nyhan, and Reifler 2018), and much more skeptical of the practice than Democrats (Nyhan and Reifler 2016). Conservatives in Canada are also more distrustful of journalism outlets (Anderson and Coletto 2017).

Existing research suggests that corrections may be most effective if they come from within one’s own party (Berinsky 2017), from within one’s own social network (Bode and Vraga 2017), or if they are on relatively non-contentious issues (Lyons 2017b). Efforts might be productively oriented toward encouraging these types of corrections with the hope of rebuilding agreement on basic facts across partisan lines. Lazer et al. (2017) suggest that including more conservatives in discussions about misinformation is necessary to make progress on this issue.

Despite many proposals for reducing polarization – improving journalism exposure of extreme partisanship, strengthening political parties, introducing non-partisan primary elections, eliminating gerrymandering, or making voting compulsory (Bawn et al. 2012; Berman 2016; Drutman 2017), it’s not clear how to bring about these changes.

**SOCIAL MEDIA DESIGN AND POLICIES**

As Persily notes, social media platforms “are the new intermediary institutions for our present politics” (2017, 74). The intersection between social media platforms and political participation is critical, but this intersection is only a fraction of what social media do. To a significant extent, the business models, design and policies of social media make them poorly-equipped for handling the demands of democratic politics.

The business models of social media companies like Facebook and Twitter depend on the circulation and sharing of attention-garnering content, rather than accurate or high-quality content (Bell and Owen 2017). Particularly in the case of fake news, there
are economic incentives for foreign and domestic actors to undermine democracy during elections. Unlike foreign adversaries who seek to destabilize democratic governments, these participants may not be malicious, such as the Macedonian teenagers who earned thousands of dollars by creating fake political news and news sites during the US 2016 campaign (Subramanian 2017).

There is also an underground economy dedicated to providing fake accounts and bots for a price, with these accounts responsible for an estimated 50% of spam on Twitter (Thomas et al. 2013). Furthermore, platforms like Twitter are attractive to advertisers because of the size of their user base and have little incentive to cull bots and reveal the true number of human users. It may be the case that Twitter is unable to identify and close many bot accounts, which would also suggest that Twitter’s ability to target ads is overstated (Fitzgerald and Shaffer 2017). In either case, economic incentives might actually push Twitter to address its bot problem in the future as brands become more concerned about advertising to fake audiences (Sloane 2017).

Facebook, Google, and other social media platforms have also been designed to accumulate data on users and facilitate micro-targeted advertising. This data-informed targeting is very attractive to advertisers, leading Facebook and Google to dominate the online advertising industry (Bell and Owen 2017). However, micro-targeting may also be exploited, as made clear when Facebook enables advertising to anti-Semites (Angwin, Varner, and Tobin 2017), and when Russian actors can target ads to leverage social tensions or promote fake news (Collins et al. 2017; Isaac and Shane 2017).

Social media platforms are vulnerable to trolling because they are designed to maximize engagement and sell ads, rather than provide structured deliberative forums, uphold norms of democratic communication, or perform information vetting functions. As the University of Maryland’s Frank Pasquale argues, “Very often, hate, anxiety and anger drive participation with the platform. Whatever behavior increases ad revenue will not only be permitted, but encouraged, excepting of course some egregious cases” (Rainie, Anderson, and Albright 2017). Trolls can thus gain disproportionate influence in setting the agenda of public discussion by framing issues in controversial ways that may go viral but contribute little to productive democratic dialogue.

While all social media platforms have policies to discourage hate speech and online threats, these policies and their implementation remain inadequate. Former Reddit
CEO Ellen Pao noted that attempts to crack down on harassment generated backlash and caused her and her colleagues to receive “harassing messages, attempts to post my private information online and death threats” (Pao 2015). The scale of the problem has also necessitated increased reliance on algorithms, although the limits of technology to grapple with complex questions of censorship has highlighted the continued need for human content moderation (Angwin 2017). However, a recent ProPublica investigation of Facebook led to the platform admitting that its content reviewers had made the wrong decisions in 22 of 49 examined posts (Tobin, Varner, and Angwin 2017), suggesting that human error remains a notable limitation. Lastly, the actual work of enforcing these policies, such as commercial content moderation, is undesirable and poorly compensated (Roberts 2017).

**Counter-measures**

Social media platforms have experimented with a variety of policies and tools for combating misinformation and hate speech, but further changes are needed for these platforms to be inclusive spaces for democratic deliberation.

Various technical solutions have been proposed for addressing misinformation: fact-checking bots, algorithms that flag unreliable sources, promoting comments that contain the word “fake” to the top of news feeds, and browser extensions that block misinformation (Monaco 2017; C. Shao et al. 2016; Wakefield 2017; Zhdanova and Orlova 2017). However, the efficacy of fact-checking is questionable (Berinsky 2017; B. E. Weeks and Garrett 2014; Wood and Porter 2016). A recent experiment suggests that Facebook’s policy of flagging articles that have been disputed by third-party fact-checkers does little to encourage resistance to misinformation among readers, since articles that have not been marked as disputed might even be seen as more credible due to an “implied truth effect” (Pennycook and Rand 2017a). Facebook has recently stopped marking articles as ‘disputed’ and instead has begun to show fact-checks in the “Related Articles” feature, which suggests articles on similar topics when a link is posted, and which may be more effective at preventing the spread of misinformation (Bode and Vraga 2015; Ong 2017). Jarvis (2017) suggests that attempting to combat every piece of misinformation is in fact the goal of misinformation campaigns, and that one of the key roles the mainstream media can play is to be more cautious about how attempts to debunk misinformation can amplify it and increase its potency.
Google and Facebook banned misleading websites from their advertising networks in order to target the economic motivation for producing fake news (Wingfield, Isaac, and Benner 2016). Twitter recently did the same to advertising for Russian state-sponsored media outlets (Twitter 2017).

Implementing naming policies has become one of the more popular proposals for mitigating trolling while compelling users to participate productively. Naming policies require that users share content under their real names, thus tethering a user’s reputation to their online behaviour (Forestal 2017). A growing body of research, however, contradicts the belief that real name policies will mitigate online abuse, and finds they can sometimes encourage discrimination based on factors such as race and gender (Matias 2017).

Research on the deliberative capacities of online platforms has begun to identify key design features. Platform designers should pay careful attention to the temporal nature of posts (Friess and Eilders 2015, 325-326), questions of anonymity (Fredheim, Moore, and Naughton 2015; Matias 2017), moderation (Wright and Street 2007), and the architecture of interpersonal interaction, such as how comment threads are structured (Forestal 2017). More attention from academic researchers, including democratic theorists, should be directed toward questions of platform design and use. As Forestal observes, despite the widespread recognition among democratic theorists that democratic politics require norms of reciprocity, accommodation, mutual recognition and trust, there has been extremely little attention to whether and how such norms may be advanced in of digital spaces (2017, 151).

Social media platforms need to change their design and policies to address the ways in which they create vulnerabilities for democracy. New forms of government regulation may be necessary to incentivize platforms to make these changes. In doing so, it need to be recognized that different platforms have different uses and user bases (Kreiss, Lawrence, and McGregor 2017).

**WEAK REGULATORY AND ENFORCEMENT CAPACITIES OF STATES**

The regulation of campaigns and elections must be re-formulated in a digital era. Governments need to develop the principles and policy levers to address techniques that violate the letter or spirit of existing regulations, and to address new ways in which
foreign actors use DCTs to warp participation and public deliberation and to attack
democratic institutions.

The use of social media for political advertising, campaign financing, and other related
activity has drawn increased scrutiny as potential and actual violations of existing election
laws have received increased attention. Perhaps the most notable apparent violation was
the admission by Facebook that Russian trolls spent over $100,000 on election advertise-
ments in the 2017 presidential election. The US Federal Election Commission (FEC)
last introduced new regulations for internet advertising in 2006, when social media was
still in its infancy. Glaser (2017) reports that the result has been a lack of clarity in the
US about the legal requirements for online political advertisements. In 2010, Google
claimed that the advertisements were too small to require transparency about who
bought them, although the FEC insisted that the advertisements should link to a page
that disclosed the buyer. Facebook challenged the need to link to a disclaimer and a tie
vote at the FEC led them to proceed without these transparency measures (Goodman
and Wajert 2017). In the wake of the 2017 presidential election, the FEC has clarified
that advertisements on social media must include a disclaimer about who paid for them
(Glaser 2017).

Other countries are grappling with the same issue. The U.K’s Electoral Commission has
noted that advertising on social media is subject to existing law, but that they do not track
this spending and do not know if advertisements were purchased through third parties
(Tambini et al. 2017). Elections Canada, notably, has issue a detailed Interpretation Note
that concludes that any message that has a “placement cost” and otherwise meets the
definition of “election advertising” in the Canada Elections Act, is subject to all relevant
regulations (Elections Canada n.d.).

Advertisements are only one of several ways that social media can be used to violate the
spirit, if not the letter, of relevant laws. For instance, foreign actors can use bots, paid
staff or troll networks to promote information without paying social media companies
for advertising (Goodman and Wajert 2017). Indeed, “organic posts” by the Russia-based
Internet Research Agency appear to have spread content to more Americans than via
paid ads (Isaac and Wakabayashi 2017).

Improved regulations of third-party activities, including via online messaging or non-mon-
etary contributions to campaigns, are also needed. The Commissioner of Canada Elections
has warned about the potential for unregulated third-party activities to influence elections by using social media or other online tools, particularly in ways that are not covered by existing advertising regulations (Standing Senate Committee on Legal and Constitutional Affairs 2017). The UK’s Electoral Commission has started an investigation into possibly illegitimate foreign campaign donations, through the involvement of Canada-based AggregateIQ, a firm apparently linked to Cambridge Analytica (Elgot and Grierson 2017).

With respect to the spread of misinformation and trolling campaigns, social media companies have economic incentives to minimize their responsibility for user-created content and to avoid legal regulation. To push back against these impositions, companies including Facebook and Twitter often describe themselves as “platforms,” rather than media companies, and as defenders of free speech (Gillespie 2010). There is a lack of clarity about whether and how states can regulate speech on social media platforms, particularly platforms that are based in foreign states. While some governments, such as the Czech government, have noted that they plan to issue factual information to try and correct misinformation that threatens “internal security”, other states worry about government overreach (Wardle and Derakhshan 2017, 71–72). Indeed, there are concerns that overly “restrictive regulation of internet platforms in open societies sets a dangerous precedent and can encourage authoritarian regimes to continue and/or expand censorship” (West 2017). This problem is complicated by the fact that social media companies have also disrupted journalism outlets that were the pre-existing gatekeepers for information and public deliberation.

Additionally, many states lack the technical and regulatory capacity, or lack the willingness, to identify and prosecute actors who violate domestic and international cybercrime laws. Holding actors to account for cyber attacks is difficult. Obstacles include the problems of attribution and distance—the fact that digital attacks can be obfuscated, and that they may often be launched from anywhere. There are also significant problems of legal jurisdiction and operational coordination, making it difficult to pursue criminal prosecutions or other legal actions against attackers (Citron 2014; Croots 2018; N. Tsagourias 2016). In Canada, there are several legal avenues to address foreign influence operations, particularly those that are clandestine and that threaten national interests, or that violate regulations on lobbying and campaign spending—but these are hard to enforce, and may be particularly weak at provincial and municipal levels (Carvin and Forcense 2017)
**Counter-measures**

Governments and civil society are developing a variety of possible regulations to deter the misuse of social media and other DCTs, and to encourage technology companies to implement changes.

In the US, several senators proposed the “Honest Ads Act” to clarify what counts as online political advertising, to maintain public records of political ads that run on social media, and to improve safeguards against political ad purchases by foreign actors (Klobuchar 2017). While many agree the act would improve matters, analysts are concerned that the definitions of prohibited materials are unclear or too narrow, that the social media self-reporting mechanisms are insufficiently robust, and that foreign actors could still make use of dark money groups to purchase advertising online (Goodman and Wajert 2017; Norden, Vandewalker, and Charlton 2017). The Electronic Privacy Information Center further argues that advertisers should not only disclose who bought ads, but also publicize what criteria they used to target those ads to users (Sullivan 2017).

In Canada, too, there is a push to update electoral laws to address the use of DCTs by foreign individuals and organizations. The Senate’s Standing Committee on Legal and Constitutional Affairs (2017) has called for revisions of the Canada Elections Act to reduce opportunities for foreign interference via third parties and online advertising or other messages. McKelvey and Dubois (2017) propose that, in addition to amendments in the Elections Act, misuse of political bots could be addressed by modifying and implementing the Canadian Anti-Spam Law, or enforcing criminal laws against harassment, hate speech, and cybercrime.

To address hate speech, threats, libel, and other harmful messaging, some governments have introduced policies to push social media companies to take further actions. Germany passed legislation that requires social media companies to create robust complaint processes, and to remove obviously illegal hate speech within 24 hours or face serious fines (Kinstler 2017; Tworek 2017b). The European Commission proposed a code of conduct to address hate speech without violating freedom of expression, which was signed by Facebook, YouTube, Twitter and Microsoft in 2016 (Hern 2016). The effectiveness of these developments remains unclear, though some users have found that changing location settings to Germany or France on Twitter withholds content that would be illegal under Holocaust denial laws (MacGuill 2017).
Other strategies for regulation exist. DiResta suggests that social media companies might be able to follow the example of numerous other industries and rebuild trust by creating a self-regulatory organization that establishes “industry-funded, industry-established voluntary-participation frameworks” (DiResta 2017). There are some grounds for skepticism of this approach, as Facebook has attempted to put the burden on individual advertisers by stating that “advertisers are responsible for understanding and complying with all applicable laws and regulations” (quoted in Thompson and Kulwin 2017). However, Twitter and Facebook have both recently introduced new features to show who bought advertisements, what advertisements were bought by a given page, and how the advertisements were targeted (Glaser 2017). Facebook proposed an “Election Integrity Initiative” that would improve transparency about advertising, and promote digital literacy and politicians’ digital security (Canadian Press 2017).

Regardless of whether regulations are changed, countries and private companies need to improve their capacities to enforce regulations and respond to violations.

**ABSENCE OF CLEAR INTERNATIONAL NORMS AND LAWS ON CYBER INTERFERENCE**

There is a lack of clear international norms or laws regarding cyber-interference in elections, and therefore challenges in collective action to address the problem.

Cyber-interference has become a regular part of both “peacetime” state competition and as forms of “hybrid warfare” (Aro 2016; Gardener 2015; Pollock 2017).

In general, international law on cyber-operations (both hacking and information operations) is disputed, imprecise, and lacking in meaningful enforcement (Ohlin 2017). The *Tallinn Manual on Cyber Operations*, arguably the most influential guide on international law in this issue area, proposes that cyber violations of sovereignty require either a coercive intervention in the *domaine réservé* of a state, or the “interference or usurpation of inherently governmental functions” (Schmitt 2017, 20). However, information operations like those pursued by Russian in the US 2016 elections may not meet these criteria (Croofof 2018; Ohlin 2017). It is thus generally recognized that there are major gaps in international norms and laws to address such threats.
Relatedly, the longstanding international acceptance of espionage does not capture some risks that now exist. For instance, while espionage is generally not seen as a violation of international law, but rather as a possible violation of domestic law, digital technologies have enabled massive state-sponsored support for commercial spying and mass surveillance in other countries—generating calls for new international law paradigms to address them (Banks 2016; Finnemore and Hollis 2016). One approach may be to seek to enforce international human rights protections of privacy against surveillance and hacking by foreign states (Milanovic 2015).

**Counter-measures**

Scholars and practitioners have proposed modifications of international law in order to capture digital interference by foreign states. For instance, Crootof (2018) proposes a new category of international legal violation which she calls a “transnational cybertort,” and which she distinguishes from cyberwar, cybercrime, and cyberespionage. While Crootof argues that responses to cybertorts could be pursued through existing international law, she suggests that it would be preferable to create a comprehensive international legal framework, and as well “a new, independent institution with the expertise and investigative resources to impartially assess state accountability in cyberspace” (64). In doing so, she joins many scholars, policymakers and stakeholders in seeking a new international regime. For instance, the president of Microsoft proposed the creation of a Digital Geneva Convention that would include clarify global cybersecurity rules and create an independent body – similar to the International Atomic Energy Agency – with the technical capacity to identify and monitor violations (Smith 2017). Along similar lines, prominent international law scholar, Duncan Hollis has suggested the need for “a global cyber federation, a federation of non-governmental institutions similar to the role that the Red Cross and Red Crescent movement,” which would analyze and assist cyber attacks within states and across borders as needed (Hollis and Maurer 2015).

Other mechanisms currently exist to hold private foreign actors to account for violations of electoral law, or criminal law during elections. These include international cooperation on transnational prosecutions of cybercrime, including coordination via the Budapest Convention on Cybercrime (ratified by the US, Canada, most European states, and some other states). They also include fines against private businesses for violations of privacy, human rights, or other state regulations. In many of these cases, but particularly the prosecution of lone attackers, the difficult and cost of finding the responsible party,
extraditing an individual to Canada or launching a case in the appropriate jurisdiction, and then pursuing the case.

Another option for states is to threaten cyber-attacks in response to cyber interference. This is a new area of diplomacy and war, and expectations and risk calculations are uncertain. However, the particular dynamics of cyber operations – including the difficulty of attribution and the need for the particular mechanism of attack to remain secret – creates pressure for an escalation of system intrusion and counter-attacks (Buchanan 2017). While some scholars believe that devastating cyberwars may be unlikely (Gartzke 2013), most see political interference via information operations as an ongoing and escalating component of international conflict (Gardener 2015; Spruds et al. 2016).

Currently, however, there are no international policy levers to effectively address digital interference.
There are major knowledge deficits in this issue area. In particular, while there is a great deal of description of techniques used by foreign actors, there is little research showing their short-term or long-term impact, and almost no research on policy measures that might address these digital threats to democracy in Canada. Our review of the existing literature suggests more research is particularly needed on the following questions:

- **What normative frameworks** for democracy can suggest how contemporary media systems and DCTs might advance key democratic goods such as equal citizen participation, individual autonomy, sovereignty and self-determination, and robust, inclusive public deliberation?

- **What impacts do the digital techniques described in this report** have on participation by individuals and groups in democratic processes? Do trolling or misinformation operations affect the opinions and behaviour of people with different characteristics, such as differences on gender, education, age, political affiliation, or ethnicity?

- **By what mechanisms can digital techniques significantly affect electoral outcomes?** By “persuading” voters via misinformation and propaganda? By mobilizing or de-mobilizing people in key groups or constituencies to vote? By hacking attacks on voting machines? By unfairly supporting or harming particular candidates and parties?

- **How are political parties, electoral commissions, and other democratic institutions affected by these digital techniques?** How do they respond? Can cross-institutional comparisons reveal different vulnerabilities and effective counter-measures?

- **Are there patterns to the use of digital techniques of electoral...**
interference by different types of actors, such as democratic or non-democratic states, corporations, transnational ideological or identity-based movements, cyber-criminals, and ideologically-committed individuals?

• Can cross-national comparative analysis reveal different vulnerabilities to digital techniques according to factors such as differing electoral systems, electoral regulations, national media systems, social media penetration, political polarization, or geopolitical alignments?

• What forms of social media platform design, public fact-checking, and digital literacy might promote citizens’ resistance to misinformation and propaganda?

• What national and international policy frameworks can best address different types of digital interference by different types of foreign actors? What areas of regulation are most promising and challenging, from regulation of misinformation and hate on social media platforms, to criminal laws on hate or cyber-crimes, to electoral regulations on foreign interference and spending, to international laws against foreign interference?
The use of digital communication technologies to interfere in democracy, and elections in particular, is not new but is growing rapidly. While there has been great emphasis on the potential impact on electoral outcomes in the US and elsewhere, this report suggests that there are also profound threats to fair political participation, and that these threats may affect some groups disproportionately. There are also serious threats to trust, civility, truth-seeking, and ultimately to the legitimacy of democratic processes and institutions.

This report examines techniques of electoral interference that use DCTs, but it is not their technical dimensions alone that make them effective and dangerous. These techniques, and the actors who use them, leverage people’s cognitive limitations, psychological predispositions and biases, political and cultural polarization, as well as deficits in media systems and democratic institutions. As a result, solutions to digital interference cannot simply be technical, nor can solutions be directed solely at foreign actors. Domestic actors in many countries also use these democracy-corroding digital techniques, and either knowingly or unknowingly augment the efforts of foreign actors to interfere with and undermine democratic processes.

A serious concern is that foreign and domestic actors, using digital and non-digital techniques, are creating vicious circles to undermine democracy. The effects of these techniques used by foreign actors – such as exacerbating social cleavages and distrust, or undermining fair participation and institutional effectiveness – can make democratic countries even more vulnerable to future interference. If such vicious circles continue, and the quality and legitimacy of democracy degrades, then it will become increasingly difficult for democratic states to advance their citizens’ interests and resolve social conflicts.

Policymakers, citizens, and researchers therefore need to take serious and swift action. If they do so, many responses to foreign interference may also safeguard democracy from being degraded by domestic actors. And by improving the quality of democratic processes and institutions, we can help make our political systems more resistant to foreign interference. These virtuous circles should be what we aim for when we address digital threats to democracy.
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